
Ad Hoc Networks 11 (2013) 355–367
Contents lists available at SciVerse ScienceDirect

Ad Hoc Networks

journal homepage: www.elsevier .com/locate /adhoc
An incremental deployment algorithm for wireless sensor networks
using one or multiple autonomous agents

Zhiyun Lin ⇑, Sijian Zhang, Gangfeng Yan
Asus Intelligent Systems Lab, College of Electrical Engineering, Zhejiang University, 38 Zheda Road, Hangzhou 310027, PR China
a r t i c l e i n f o

Article history:
Received 31 December 2011
Received in revised form 30 May 2012
Accepted 26 June 2012
Available online 4 July 2012

Keywords:
Sensor network
Incremental deployment
Autonomous agent
1570-8705/$ - see front matter � 2012 Elsevier B.V
http://dx.doi.org/10.1016/j.adhoc.2012.06.009

⇑ Corresponding author. Tel.: +86 571 87951
87952152.

E-mail addresses: linz@zju.edu.cn (Z. Lin), z
(S. Zhang), ygf@zju.edu.cn (G. Yan).
a b s t r a c t

The paper studies the deployment problem of wireless sensor networks using one or multi-
ple autonomous agents. An online incremental algorithm based on Voronoi partition is pro-
posed to solve the problem, for which each agent deploys sensors one-at-a-time with the
objective of using less number of sensors to cover an area and maintain communication
connectivity. A probabilistic sensor sensing model is applied for area coverage evaluation.
The shape of target area is assumed to be known by the agents, but how the environment
affects the communication is unknown a priori. Therefore, the agents are desired to auton-
omously place every new sensor at an appropriate location based on deployed sensors to
ensure connectivity and coverage specifications. Both simulations and experiments using
our self-made wireless sensors are conducted to validate the algorithm.

� 2012 Elsevier B.V. All rights reserved.
1. Introduction

Wireless sensor networks have received significant
attention during the last decade due to the fact that recent
technological advances (e.g., sensing, computing, and IC
manufacturing) have led to the emergence of small, power-
ful, smart sensors. Moreover, with the development of RF
technology and wireless communication protocols, a wire-
less sensor network is possible to be deployed in a wide
unknown area for the task of collecting information or in
remote and hospitable areas for monitoring things of inter-
ests. Werner-Allen et al. [1] set up a sensor network con-
sisting of 16 sensors to detect the seismic signals. The
sensors are installed in a roughly linear configuration and
the configuration ensures the radio connectivity. For habi-
tat monitoring, a wireless sensor network is developed by
Mainwaring et al. [2] and has been deployed on the Great
Duck Island off the coast of Maine. This remote monitoring
system is managed through Internet and is able to sample
. All rights reserved.

637; fax: +86 571

sjzju@yahoo.com.cn
weather conditions such as temperature, barometric pres-
sure, and humidity.

In wireless sensor networks, deployment is one of sev-
eral fundamental issues that has been widely studied [3].
Random deployment is a typical technique for large-scale
sensor networks. However, it may require much more
redundant sensors to be deployed in order to achieve a gi-
ven specification. Such a dense sensor network may not
be desired due to cost, power, terrain commonality, and
self-interference as suggested by Bulusu et al. [4]. More
recently, several techniques called self-deployment are
proposed assuming sensors own mobility. For example,
potential fields [5] or virtual forces [6] based approaches
are used to spread sensors out from a compact or random
initial configuration to cover an unknown area. Mobile se-
nors are subject to either attractive or repulsive forces
according to the distances between their neighbors and
themselves. The deployment process terminates when
every sensor arrives at a location with zero composite arti-
ficial force from its neighbors. Appropriately designing the
artificial force function would ensure that sensors are not
overly clustered. However, it is unrealistic that every sen-
sor is equipped with a high performance mobile platform
and certain expensive devices (e.g., laser range-finder or
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omni-directional camera) to determine the range and bear-
ing of nearby sensors and obstacles.

In this paper, we propose to use one or multiple auton-
omous agents to set up a static wireless sensor network in
an area incrementally. A few autonomous mobile agents
are assumed to be equipped with GPS or other localization
devices, and are capable of navigating in the target area
and deploying sensors autonomously. Thus, the equipment
costs are relatively low, while a reasonable deployment
can be achieved with less number of sensors compared
with random deployment. The approach lies in the cate-
gory of incremental deployment. An incremental deploy-
ment algorithm is proposed by Howard et al.[7], where
sensors are deployed one-at-a-time based on the data
gathered from previously deployed sensors. Nevertheless,
it is assumed that all sensors should be able to ‘‘talk’’ with
a remote base-station when the deployment algorithm is
executed. An earlier work [8] on autonomous exploration
is also related to the incremental deployment idea, where
an occupancy map of the environment is built to find out
the ‘‘frontiers’’ between open space and unexplored space
and the map is updated continuously when a robot moves
to the nearest frontier and gains new information of the
unexplored space. We adopt the idea of exploring un-de-
ployed regions and take into account the practical commu-
nication constraints of sensors in the deployment process.
Two important metrics are considered to evaluate the
performance of sensor deployment, namely, coverage and
topology connectivity. According to the subject to be cov-
ered, the coverage types can be categorized as area cover-
age, target coverage and barrier coverage [9]. This paper
mainly focuses on area coverage, which addresses the prob-
lem of how to cover the whole target area. The objective in
this paper is to set up a sensor network with possibly the
least number of sensors such that an area is fully covered
and every sensor in the network is able to communicate
with at least two neighbors. The first is for the coverage
purpose like the Art Gallery problem [10] while the second
ensues successful data collection from every sensor to the
base station. Communicating with at least two neighbors
(2-connectivity) offers robustness to single link communi-
cation failures. So the problem studied in this paper is dif-
ferent from the pure coverage problem like [11,12] where
the main idea is to find out the coverage hole and then de-
ploy a sensor to fill it. In [13], it is assumed that the detec-
tion probability of a target by a sensor is isotropic and
diminishes with distance. Moreover, it is assumed that
the sensors close to a surveillance spot make contributions
to data fusion. We use the similar sensing model and de-
fine neighboring sensors close to a target point based on
the Voronoi partition. In real setting environment, how-
ever, the communication field is irregular because of the
effects of environmental disturbance and obstacle block-
ing. Thus, off-line pre-planning of deploying spots is not
possible though the target area is known. A recently
important work [14] searches the optimal placements, for
which sensors are not only informative but also able to
communicate efficiently. It proposes an algorithm to esti-
mate predictive power and communication cost of unsen-
sed locations. We adopt the idea of joint sensing quality,
for which a point sensed by neighboring sensors is
modeled as a joint probabilistic sensing model. But unlike
the predictive algorithm, we propose to let each autono-
mous agent detect the communication effects when it
moves and then deploy a sensor at an appropriate location
to extend the covered region and ensure 2-connectivity.
This method evaluates the communication effect in real
environment.

The incremental deployment algorithm we propose
consists of several steps. Initially, the first sensor is de-
ployed in the target area according to certain heuristic
rules for fast convergence. Secondly, each autonomous
agent computes the Voronoi partition of the target area
with the Voronoi center at the sensors already deployed.
Thirdly, each autonomous agent computes its moving tar-
get point. If the Voronoi cell that the agent currently lo-
cates has not been completely covered, the agent
computes the point with minimum detection probability
by neighboring sensors in the Voronoi cell as its moving
target point. Otherwise the agent moves to the Voronoi
center of an adjacent Voronoi cell and computes its moving
target point in the same way. To our knowledge the target
point with minimum detection probability is close to the
farthest vertex of the Voronoi cell. After determining the
target point, the agent moves along the direction from cur-
rent location to the target point as farther as possible based
on real-time communication feedback so that it can still
have 2-connectivity with deployed sensors and ensures a
connected covered area. In our paper, a kind of communi-
cation performance metric (namely, loop packet loss prob-
ability) is used to check whether two sensors remain
connected with a good communication quality. The agents
iteratively deploy new sensors based on this scheme until
the whole area is fully covered. The check of complete cov-
erage of the target area is also easy as the agents only need
to check whether all the existing Voronoi cells in their
memories are covered or not. When more than one auton-
omous agents are running the procedure, they need to
communicate their own Voronoi partition and negotiate
their movements. Both simulations under a noisy commu-
nication model and experiments using our self-made sen-
sors are conducted to validate our proposed algorithm.
2. Preliminaries and models

In this section we introduce the background of our
work, which includes Voronoi partition, sensor sensing
model and sensor communication metric.
2.1. Voronoi partition

We introduce a little bit background on Voronoi dia-
gram. Given k points in a plane, the plane is partitioned
into k sub-regions according to the nearest-neighbor-rule
[15] such that every sub-region called Voronoi cell is dom-
inated by a point called Voronoi center which is closest to
all the points in this sub-region. As an example, a Voronoi
diagram is shown in Fig. 1. We assume that the target area
is a polygon, so that each voronoi cell is also a polygon. In
our proposed incremental deployment algorithm, we will



Fig. 2. The probabilistic detection model of a sensor.
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Fig. 3. The probabilistic sensing model of multiple sensors.
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Fig. 1. A Voronoi partition with four points in a 10� 10 area.
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apply Voronoi partition to find the farthest point in a Voro-
noi cell at each step.

2.2. Sensor sensing model

The sensing radius of all sensor is assumed to be identi-
cal, which is denoted by RS. For a sensor s at ðxs; ysÞ and any
point p at ðxp; ypÞ, the Euclidean distance between them is
denoted as Dðs; pÞ. The binary sensor model that describes
the detection rate of a sensor s at point p is given in the fol-
lowing equation (1) [16]

PpðsÞ ¼
1; if Dðs;pÞ < RS

0; otherwise:

�
ð1Þ

However the binary sensing model is not accurate (e.g.
the detection rate is impossible to vary sharply around the
boundary of the sensing field). Therefore, the sensor detec-
tion model should be evaluated probabilistically[12,17].
Eq. (2) gives the probabilistic detection model of one sen-
sor[6,12]. The sensing radius RS expresses the detection
field inside which a sensor is possible to detect a specific
target without loss. And the parameter a is used to evalu-
ated the quality of the sensor detection and the detection
probability rate decreases with distance. Fig. 2 illustrates
the probabilistic detection model of a sensor.

PpðsÞ ¼
1; if Dðs; pÞ < RS

e�a�ðD�RSÞ; otherwise:

�
ð2Þ

We use the miss probability MpðsÞ ¼ 1� PpðsÞ to evaluate
the sensing performance indicating the probability of a point
not being detected by sensor s. For the situation that several
sensors surveil the same area, we make an implicit assump-
tion that sensors detection are independent. Hence, we ex-
tend the probabilistic detection model of a sensor to the
probabilistic sensing model of multiple sensors. Commonly,
if there are more sensors near a point, it has lower rate not
being detected. The miss probability for the target at point
p is expressed in the following equation.
Mp ¼
Ypn

i¼p1

MpðsiÞ ð3Þ
where sp1
; sp2

; . . . ; spn
are the neighboring sensors which are

close to point p. Generally, sensors far away from p make
little contribution to target detection at p, and the target
is mainly covered by neighboring sensors. Based on
Voronoi partition, we only consider the closest sensor
and adjacent sensors whose Voronoi cells are next to
current Voronoi cell as neighboring sensors of point p.
Taking Fig. 1 as an example, any point in the Voronoi cell
dominated by sensor s3 is supposed to have neighboring
sensors, which means it is possibly covered by s1; s2; s3; s4.
Similarly, any point in the cell dominated by sensor s1 is
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monitored by sensors s1; s2; s3. Fig. 3 shows the miss rate
distribution in the area with the setup in Fig. 1.
2.3. Sensor communication metric

In some early works it is assumed that communication
range RC of a sensor is much longer than its sensing range
RS [18], so that the communication model of a sensor is not
an important issue. Some sensor communication models,
which are similar with the sensing models such as binary
model and probabilistic model, have been proposed
[19,20]. However the communication quality between
any two sensors may change drastically even with a small
movement due to signal reflection, blocking, diffraction
and other factors. On the other hand the communication
quality may not decrease over distance with the same rate
along any direction. Thus the binary model and probabilis-
tic model are unable to state the communication situation
in real environment perfectly.

In [14], the communication cost is evaluated as the ex-
pected numbers of retransmission. In this paper, we use a
similar metric, the quality of communication connectivity
between any two sensors is represented by the loop packet
loss probability (LPLP) of their communication. In the case
that packets are transmitted to the receiver and echoed back
to the sender, the performance of the communication link be-
tween these two sensors can be measured by LPLP. Roughly,
LPLP increases with distance, and reflects the transmitting
power on both sides and disturbances from the surrounding
environment. Sometimes the communication link between
two sensors is asymmetric (e.g. one sensor can hear from
the other sensor but the other sensor gets nothing from this
sensor), and LPLP can address the quality of bidirectional
communication. Moreover, LPLP does not depend on any
radio signal estimation model, and hence it is robust. Thus
LPLP is used as an evaluation metric of communication per-
formance in the simulation and experiment.

We use LPLP� to indicate the predefined threshold of
loop packet loss probability, meaning that the communica-
tion is not acceptable if the loop packet loss probability is
beyond this value too much. Generally, when LPLP� is
low, the communication cost is low and the distribution
of sensors is dense. Thus the setting of LPLP� is a tradeoff
between the communication cost and sensor cost. The set-
ting of LPLP� depends on the requirement of real-time per-
formance by the task of wireless sensor networks. When
real time communication is the critical concern, LPLP�

should be lower. When the cost of wireless sensor net-
works is the main concern (e.g. using less number of sen-
sors to cover the same target area), LPLP� should be higher.
3. Deployment algorithm

In our setup, all sensors are carried and deployed by one
or multiple autonomous agents. The agents determine the
positions and drop sensors one-at-a-time such that the
communication connectivity can be guaranteed, i.e., every
sensor can talk with at least two other deployed sensors.
We assume that the target area is a polygon and the agents
can localize and navigate autonomously in the area. In the
following, we discuss two separate cases: single agent and
multiple agents, respectively.

3.1. Single agent

The incremental deployment algorithm presented here
includes three phases: initialization, target point calcula-
tion and execution. In what follows, the following nota-
tions will be used. We use a to represent the
autonomous agent and use si to represent the ith sensor
to be deployed by the agent. Dðsi; aÞ denotes the distance
between si and the agent’s current location. Ma denotes
the miss rate at the agent’s current location. Moreover,
we let LPLPi denote the loop packet loss probability of radio
communication between si and the sensor that is carried
by the agent and is going to be deployed. As the coverage
requirement, we use M� to indicate the predefined thresh-
old of miss rate, meaning that a target signal is impossible
to be detected by surrounding sensors if the miss rate is
much higher than this value. For the target area, since it
is assumed to be a polygon, we denote its vertex set by
AV ¼ fv1;v2; . . . ;vng. A Voronoi cell dominated by si is de-
noted as Ai.

Initialization. Generally, the first sensor can be deployed
randomly as a starting point and it is not subject to the
communication connectivity constraint. Nevertheless,
some heuristics may help reduce the deployment time.
Basically, if the initial position of the agent is inside the tar-
get area but far away from the boundary, the first sensor
can be dropped at current position. Otherwise, the first
sensor should be deployed close to the nearest vertex of
the area so that it is covered properly by the first sensor.
After deploying the first sensor, the agent selects the far-
thest vertex v i 2 AV and moves in the direction towards
it until one of the constraints in Eq. (4) violates.

LPLP1 < LPLP�

Ma < M�

�
ð4Þ

Then the second sensor is deployed. The reason of using
these two constraints is that they guarantee communica-
tion connectivity between two sensors and the area
coverage.

Target point calculation. Based on k deployed sensors, a
Voronoi partition is made for the target area AV by the
agent with each Voronoi cell dominated by a deployed sen-
sor si; i ¼ 1; . . . ; k. Denote Vi; i ¼ 1; . . . ; k, the set of vertices
of Voronoi cell dominated by sensor si. An example is
shown in Fig. 1. The target area is divided into 4 sub-re-
gions by 4 deployed sensors, in which

V1 ¼ fv2;v3;v9;v10g
V2 ¼ fv1;v5;v4;v3; v2g
V3 ¼ fv3;v4;v8;v9g
V4 ¼ fv4;v5;v6;v7; v8g:

As the coverage criteria, Ai is completely covered if
and only if maxp2Ai

ðMpÞ < M�. In order to cover as more
uncovered area as possible with less deploying time, a
heuristic idea is that the agent should move along the
direction from the location of sensor sk (the one just de-
ployed) toward the point with maximum miss rate inside
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Ak if Ak is still not completely covered. Thus, whenever
Ak is completely covered, the agent will consider an adja-
cent Voronoi cell Ai� (i� < k) and check whether
maxp2Ai�

ðMpÞ < M� to see the coverage status of Ai� . If it
is not completely covered, then the agent updates its
location to the Voronoi center of Ai� and selects the point
with maximum miss rate as its moving target point.
Otherwise, the agent continues considering another adja-
cent Voronoi cell. The algorithm stops when all the Voro-
noi cells are completely covered. Finding the target point
p� with maximum miss rate inside Ai� is a constrained
nonlinear optimization problem. Some methods[21,22]
are useful for programming to solve this problem. How-
ever these methods need an initial estimate. According
to our experiences, p� usually appears close to the farthest
vertex of the Voronoi cell. Therefore the vertex
v� 2 arg maxv j2Vi�

ðDðsi� ;v jÞÞ is selected as the initial esti-
mate. The pseudo code of the procedure is given below.

i� ¼ k; I ¼ f1;2; . . . ; kg;
while I – ; do

if maxp2Ai�
ðMpÞ < M� then

I ¼ I n fi�g;
i� ¼ i� � 1;

else
select v� 2 arg maxv j2Vi�

ðDðsi� ;v jÞÞ as an initial
estimate;
select p� 2 arg maxp2Ai�

ðMpÞ as a target point;
return i�; p�;

end if
end while

Execution. The agent moves to the location of sensor si�

with the index i� returned from the algorithm of target
point calculation. Then it moves along the direction from
si� toward p� also returned from the algorithm of target
point calculation and runs communication test. The agent
decides to stop and drops off a new sensor skþ1 when either
Ma reaches the upperbound M� or only two communica-
tion links are left and the loop packet loss probability of
one of them reaches the threshold LPLP�.

Two kinds of performance, namely, connectivity and
coverage, are the important issues in this paper. Based on
the incremental deployment scheme, any deployed sensor
can talk to the first sensor directly or through other sen-
sors. Thus the connectivity of the sensor network is guar-
anteed and all deployed sensors maintain at least two
communication links with other sensors (2-connectivity).
For the convergence of the algorithm, we assume that the
target area consists of finite grid points. Once a sensor is
deployed, one or more grid points are covered, i.e., the miss
rates at those grid points are less than the threshold.
Therefore, when finite sensors are deployed after finite
iterations of the algorithm, all grid points are completely
covered. As long as the amount of grid points in the target
area is sufficient, the whole area is completely covered by
the deployed sensors.
3.2. Multiple agents

Using more autonomous deploying agents clearly in-
creases the deployment efficiency and shortens the time
if they collaborate in an effective way. As agents can be
more powerful than sensors, we assume that the communi-
cation range of agents are much larger than that of sensors.
The agent records the locations of all deployed sensors in
the single-agent case. However, an agent may not own
the location information of some unknown sensors which
are not deployed by itself. For example, as shown in
Fig. 4, sensors s21; s22; s23; s24 are deployed by agent a and
therefore these locations are known by agent a, while
s11; s12; s13; s14; s15 are not deployed by agent a and so these
locations are not known by agent a temporally. We assume
that all deployed sensors have their own location informa-
tion, and once an unknown deployed sensor s12 is inside the
communication range of agent a, agent a can obtain the
location of this sensor. Moreover, through communication,
agent a can get the locations of other sensors s11; s13; s14; s15

which are able to communicate with s12 in a single hop or
multiple hops. Finally any agent can know the location of
all deployed sensors based on this scheme.

It is assumed that multiple autonomous agents work
asynchronously, meaning that they do not need to deploy
a new sensor and have a movement at the same time. Intu-
itively, it is not expected that two or more agents take the
same moving direction in order to avoid the situation that
one repeats another’s path. We know that for the algorithm
of single agent, the agent actually searches the path start-
ing from a deployed sensor si to the target point with max-
imum miss rate to find an location for deploying new
sensor. For the multi-agent case, a new target point (new
path) has to be given up by an agent if this path has already
been taken by some other agents who is searching on it
now. Thus, the agent moves to another Voronoi cell and se-
lects another target point when possible. Hence, whenever
an agent places a new sensor and decides its new moving
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direction, it should communicate the location of this new
sensor and its new moving direction to its neighboring
agents. The information will be used by neighboring agents
to make decision on new movement after deploying a sen-
sor. The information also prevents some agents from mov-
ing toward some very close target points.

In the multi-agent case, agents conduct the deployment
process in parallel, which is the same as the case using sin-
gle agent. The only difference is the algorithm of determin-
ing a new target point after deploying a sensor. The pseudo
code of determining a target point by agent aj is given be-
low. The algorithm is run after a Voronoi partition is made
based on all known deployed sensors whose locations are
either localized by itself or received from other agents
via communications. In the algorithm, the notation
ptðt ¼ 1; . . . ;nÞ is used to represent n target points toward
which n neighboring agents are moving. D�T denotes the
predefined threshold of distance between target points,
which guarantees target points are not selected too close.

i� ¼ k; I ¼ f1;2; . . . ; kg;
while I – ; do

if maxp2Ai�
ðMpÞ < M� then

I ¼ I n fig;
i� ¼ i� � 1;

else
select v� 2 arg maxv j2Vi�

ðDðsi� ;v jÞÞ as an initial
estimate;
select p� 2 arg maxp2Ai�

ðMpÞ;
if minn

t¼1ðDðp�; ptÞÞ < D�T then
I ¼ I n fig;
i� ¼ i� � 1;

else
return i�; p�;

end if
end if

end while
Once a target point p� as well as its associated Voronoi cell
dominated by sensor s are returned, agent a moves to the
ower levels, P0:�25dBm, P1:�15dBm, P2:�10dBm, P3:�7dBm, P4:�5dBm,
i� j

location of sensor si� and searches the location for a new
sensor on the path toward p�, which is exactly the same
as the case of single agent.

(b)

noise.
4. Simulation results

In practice, the algorithm proposed in Section 3 is ap-
plied for the deployment of sensor networks in a 20� 20
meters target area. The communication quality between
any two sensors may change drastically even with a small
movement due to signal reflection, blocking, diffraction
and other factors. In order to represent the character of
the communication link, a radio signal model based on
loop packet loss probability of our self-made sensors is
built to simulate the communication environment. How-
ever, it should be pointed out that the radio signal model
is only for communication environment simulation and
our algorithm does not depend on any radio signal model.
Then the simulation is conducted in two cases: single
agent and two agents.
4.1. Model of radio signal

A radio signal model based on LPLP is used to simulate
the communication environment. Fig. 5a shows a cluster of
curves between LPLP and distance of two communicating
sensors under different RF power levels in an outdoor envi-
ronment. The RF power levels of two sensors may be differ-
ent, and we assume that the LPLP between them depends
on the sensor with lower RF power. In a real situation,
the propagation of RF signals may be affected by the envi-
ronment, which reflects, blocks or diffracts the signals.
Thus, in our simulations, we add Gaussian noises
w � lð1;r2Þ to the signal model to reflect the environmen-
tal effects.
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Fig. 5b depicts the radio signal model used in the simu-
lation, whose variance r2 is 0.01. As an example, a two-
dimensional radio signal model is presented in Fig. 6 with
the RF power level being P6ð�1dBmÞ, in which directional
difference on communication is not medelled.
4.2. Single agent

Two cases of simulations are conducted to cover the
whole area and guarantee 2-connectivity. In every case
we compare the deployed sensor amount of our algorithm
with the random deployment method. For the random
deployment, we randomly deploy a few sensors in the tar-
get area and test the performance of connectivity and cov-
erage. When the performance does not meet the
requirement, we redeploy more sensors randomly and test
the performance again. The sensor amount increases until
the performance reaches the requirement.
In the first case, the RF power level is set to �1dBm;a is
0.5 and LPLP� is 0.2. The miss rate threshold M� is under dif-
ferent values, which are 0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.95
respectively.

Moving length and sensor amount are considered as the
performance metrics in the simulation. Fig. 7a shows the
total moving length of the agent under different miss rate
thresholds. Fig. 7b shows the amount of deployed sensors
under different miss rate thresholds. The comparison re-
sult between our algorithm and the random deployment
method is illustrated in Fig. 7b. We can find that the num-
ber of deployed sensors in our algorithm is much less than
that in the random deployment algorithm under any miss
rate threshold. We present the deployment results with
Voronoi partition when M� are 0.1,0.3,0.6,0.95 in Fig. 8.
The distribution of sensors becomes sparser as anticipated
when the miss rate threshold increases.

In the second case, a is 0:5; LPLP� is 0.2 and M� is 0.5. The
power level of each sensor is under different values, which
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Fig. 8. Deployment results by one agent under different miss rate thresholds M� . (a) 43 sensors are deployed when M� is 0.1. (b) 28 sensors are deployed
when M� is 0.3. (c) 14 sensors are deployed when M� is 0.6. (d) Five sensors are deployed when M� is 0.95.
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Fig. 9. (a) The moving length of the agent vs. the power level of sensors. (b) The amount of deployed sensors vs. the power level of sensors.
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Fig. 10. Deployment results by one agent under different RF power levels. (a) 39 sensors are deployed when power level is �15dBm. (b) 19 sensors are
deployed when power level is �3dBm.
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Fig. 11. Deployment results by two agents under different miss rate thresholds M� . (a) 44 sensors are deployed when M� is 0.1. (b) 29 sensors are deployed
when M� is 0.3. (c) 16 sensors are deployed when M� is 0.6. (d) 7 sensors are deployed when M� is 0.95.
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Fig. 12. Deployment results by two agents under different RF power levels. (a) 41 sensors are deployed when power level is �15dBm. (b) 21 sensors are
deployed when power level is �3dBm.

Fig. 14. Experiment place.

Fig. 13. Our self-made sensor.
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are �15dBm;�10dBm;�7dBm;�5dBm;�3dBm;�1dBm;
0dBm respectively. Fig. 9a shows the total moving length
of the agent under different RF power levels. Fig. 9b shows
the amount of deployed sensors under different RF power
levels. The comparison result between our algorithm and
the random deployment method is shown in Fig. 9b too.
We can find that the number of deployed sensors in our
algorithm is much less than that in the random deployment
algorithm under any RF power level. We present the deploy-
ment results with Voronoi partition when RF power level are
�15dBm;�3dBm in Fig. 10. The distribution of sensors be-
comes sparser with power level increases as anticipated.
In Fig. 10a, the sensing range is larger than the communica-
tion range because of the low RF power level. Thus the com-
munication connectivity is the dominating constraint and
the area of each Voronoi cell is not uniform. However, since
the RF power level is high in Fig. 10b, the miss probability
threshold becomes the dominating constraint. Therefore
the sensor deployment result approaches uniform.

4.3. Two agents

The simulation of two agents deploying sensors is sim-
ilar to that of single-agent case. The only difference is that
two agents execute the deployment algorithm in parallel.
Again, two cases are conducted.

In the first case, the simulation parameters are almost
the same as the single-agent case. The RF power level is
�1dBm;a is 0:5; LPLP� is 0.2 and D�T is 1. Fig. 11 shows
the deployment results with Voronoi partition when M�

are 0.1,0.3,0.6,0.95.
In the second case, a is 0:5; LPLP� is 0.2 and M� is 0.5.

The power level of each sensor is under different val-
ues, which are �15dBm;�10dBm;�7dBm;�5dBm;�3dBm;
�1dBm;0dBm respectively. Fig. 12 shows the deployment
results with Voronoi partition when RF power level are
�15dBm;�3dBm. The sensing range is larger than the com-
munication range because of the low RF power level in
Fig. 12a. Thus the communication connectivity is the
dominating constraint and the area of each Voronoi cell
is not uniform. However, since the RF power level is high
in Fig. 12b, the sensor miss probability threshold becomes
the dominating constraint. Therefore the sensor deploy-
ment result approaches uniform. For the double-agent
case, the amount of deployed sensors is similar with that
in single-agent case, while the average moving length of
each agent is reduced by nearly a half. The goal of com-
pletely covering the target area and maintaining 2-connec-
tivity is achieved.
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Fig. 15. Deployment results in the experiments. The target area is 20m� 20m. (a) 14 sensors are deployed when RF power is 0dBm. (b) 20 sensors are
deployed when RF power is �5dBm. (c) 30 sensors are deployed when RF power is �15dBm.
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5. Experimental results

In order to verify the proposed algorithm, we designed
several low-cost sensors and tested them in a 20� 20 me-
ters area. The deployment experiment on a lawn in the
campus of Zhejiang University demonstrates the reliability
and applicability of the deployment method.
5.1. Hardware design of sensors

It is designed that every sensor has a 2.4 GHz trans-
ceiver which supports the IEEE 802.15.4 radio. The sensor
features a Texas Instruments CC2430 which is a true sys-
tem-on chip solution for 2.4 GHz IEEE 802.15.4/Zigbee.
We chose CC2430 because it combines the excellent
CC2420 RF transceiver with an enhanced 8051 MCU which
provides 128 KB flash, 8 KB RAM and many other powerful
features (e.g. temperature sensor). A custom hardware
board has been built to integrate a CC2430, a PCB antenna
and USB data interface. A pair of AA batteries power each
sensor. A picture of such a sensor is shown in Fig. 13.
5.2. Deploying experiment

We use our self-made sensors to do the experiment. As
the main purpose of the experiment is to verify the pro-
posed incremental deployment algorithm, a person takes
the role of autonomous agent. When a sensor is placed
on the ground, it is also marked on the map in laptop.
The laptop computes the target point. Then a person hold-
ing a new sensor moves along the direction towards the
target point. During the motion, the new sensor to be de-
ployed consecutively tests LPLP with at least two deployed
sensors. Once LPLP reaches the threshold LPLP� or Ma is be-
yond M�, the new sensor is placed at the current location.
The process continues until the whole area is covered.
The experiment took place in a football field shown in
Fig. 14 and the target area is 20m� 20m. There is no obsta-
cles in the area, so the RF power becomes the main factor
affecting communication quality.

Three experiments are conducted with the RF power
being set 0dBm;�5dBm and �15dBm, respectively. The
M� is 0:7; LPLP� is 0.2 and a is 0.5. Fig. 15 records the
deployment results of these experiments. In Fig. 15a,
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the sensor miss probability threshold becomes the dom-
inating constraint because the RF power level is high.
Therefore the deployment result approaches uniform.
However, in Fig. 15c, the communication connectivity is
the dominating constraint and the area of each Voronoi
cell is not uniform. Under these three different RF power
levels, 14, 20 and 30 sensor are deployed eventually. The
total distances traveled by the agents for deploying the
sensor network in the three experiments are 145 m,
154 m, and 144 m, respectively. By this approach, it
shows that though communication between sensors
may be affected by the real-setting environment, the
specifications of coverage and topology connectivity can
still be satisfied.
6. Conclusions

In this paper, an incremental deployment algorithm is
proposed to deploy a static sensor network by taking into
account practical communication constraints and probabi-
listic sensor sensing model. The goal is to use possibly the
least number of sensors to cover an area and maintain
communication connectivity in a real setting environment.
For this objective, deploying agents check how a real-set-
ting environment affects the communication and deploy
sensors accordingly. Voronoi partition is applied to help
determine the moving direction during deploying. The
probabilistic sensor sensing model is used to evaluate the
area coverage and loop packet loss probability is used as
a metric to evaluate communication quality. A bunch of
sensors based on CC2430 have been designed and used in
our deployment experiments. Both simulations and exper-
iments demonstrate the success of the algorithm and
applicability in practical situations. However, how to opti-
mize the deploying path to reduce the total time has not
been studied yet.
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